
Statistics 
 

Paper 1: Descriptive Statistics & Probability Distributions 
Time: 3 hours                                              Max. Marks: 80  

SECTION – A 

Answer ALL questions                                                                                              4 × 15 = 60 

1. a)   Distinguish between primary and secondary data. Given various methods   of 
           collecting primary and secondary data and also mention their merits and                          
            demerits.                                                          




(or)

            b)  State and Prove Bayes theorem. The contents of urns I, II and III are as          
                follows. 
 
  Urn I  : 40 red    28 white 32 Black 

  Urn II : 12 red    26 white 12 Black 

  Urn III : 23 red     14 white 23 Black 

 One urn is chosen at random and 9 balls are drawn. They happen to be 5 red and 4 
white balls. Find the probability that it come from Urn I and Urn II.  




             I.             

      II.        

          III.  


III 


2. a)    Define probability distribution function and write its properties. 
            The joint probability density function of X and Y is given by  

f(x,y) = kxy, 1 ≤ x ≤ y ≤2; 
     Find i) the value of k  ii) Marginal density function of X and Y iii) Are                   
     X and Y independent. 




 X,Y  

            f(x,y)=kxy,   1 < x < y < 2. 

       (i) k          (ii)   x, y      
            (iii) x   y  

(or)

            b)   State and prove multiplication theorem of expectation on n random           
       variables. Also state and prove Chebyshev’s inequality. 

 ‘n’ 


3. a) Define Poisson distribution. Find its moment generating function. Find its   

     mean and variance.Also                    
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(or)

      b) Define hyper geometric distribution. Obtain Binomial distribution is a                
           limiting case of hyper geometric distribution. 





4. a) Define Gamma distribution with parameter λ. Find its moment generating function.     

Find mean and variance through moment generation function.  

     
λ 



(or)

b)  Define normal distribution and give their characteristics. Obtain moment     
   generating function of normal distribution.  




 



SECTION – B 

Answer any FOUR Questions                                                                                          4x5=20 

5. Explain the concept of skewness and kurtosis. Give various measures of skewness. 



6. State and prove multiplication theorem of probability for n events. 
‘n’
 

7. Define two dimensional random variable and joint probability distribution function 
and its properties. 




8. State and prove Cauchy-schewartz inequality. 



9. Define Binomial distribution. Find mean and Variance. 




10. Find the moment generating function of negative binomial distribution. 



11. Explain lack of memory property of exponential distribution. 



12. Define Beta distribution of  Ist kind. Find its mean and variance.  



 

 

 

 

 

 

 


