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IV/IV B.Tech. DEGREE EXAMINATION.
Second Semester

Cnfnputér Science and Engineering .

Electlve IV - DATA WAREHOUSING AND DATA -
- MINING -

(Common Wlth JTY
(Effectlve from the admitted batch of 2006m-2007)
Time .:._Thr_'e'e hours . Maximum : 70 marks
First questions is compulsory.
Answer any FOUR from the ;remain_ing questions.
 All quéstions carry equal marks.
' Answer ALL-p'arté of any Questio'n at'Oné.place. '

e, : Bneﬂy discuss the following:

(a) How is a data Warehouse. dlfferent from a
' database‘? -

(b) Data cube aggregation
(¢) - Bitmap indexing
~. (d) . Lattice of cuboids
“(e)  Frequent patteérn growth
(f)  Cross validation
" (g) Constraint - based clustenng




]

®)

No.1 website for Andhra University Students

()

~Discuss about various tyi)es of databases and

- information repositories on -which data

(b)
{a)

(a)

(b)

‘mining can be performed.

Ex_plainlthé basic méth‘o.ds for data cié-aning.

Describe the .hu_m_érosity By r’e_d:uCt'ion ‘
techniques. ' ‘ s '

-Explain the ~ OLAP operatlons | 'inr.

mult1d1mens1onal data model

Describe the star - cubing algonthm for
computmg iceberg cubes :

Discuss about the efﬁment 1mp1e1nentat10n'

of attribute oriented induction.

How do’ 'yOu. classify‘ freq‘uerit pattern
mining? Write the Apriori algorithm for

-discovering frequent items sets for mining

bool‘ean association rules.

Describe the constramt - based association

_ mmmg

‘What is decision tree 1nduct10n9 Discuss,

about different attribute selection measures
cons1dered during decision tree constructzon

Describe the back propagatlon algorlthm for
neural network.-based classification of data
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